


Recall & AUC.

® Choosing the R

® Simple Classifiers, Ensemble methods, Cost-sensitive classifiers.

® Troubleshooting.







5

statistics

ne learning algorithms.

>

Machine Learning




& WORKSHOP GOALS

O

® A barebones introduction to machine learning with R.

* Alternatives: Python— sklearn /keras, MATLAB, Weka.

® By the end of this workshop you will be able to:

®* Prepare suitable datasets.

Knowledge of
machine learning

* Understand the choices between algorithms.

* Evaluate the performance of your models. OO
* Assess the limits of what machine-learning can do. - Understand__ Whatks""'s Strong knowledge
functions maKe a Scala

DATA
SCIENTIST?

Ability to work with Hands-on
unstructured data from experience in SQL

various sources like video database coding
and social media




Classification Regression




1. Download the census dataset
2. Add headers to file and save as “raw_data_LO0.xIsx”

B C D E F G H K L M N 0

age workclass fnlwgt education education-num marital-status  occupation relationship race capital-gain capital-loss hours-per-week native-country income
39 State-gov 77516 Bachelors 13 Never-married  Adm-clerical ~ Not-in-family White 40 United-States <=50K

50 Self-emp-not-inc 83311 Bachelors 13 Married-civ-spou Exec-managerial Hushand White 13 United-States <=50K

38 Private 215646 HS-grad 9 Divorced Handlers-cleane Not-in-family White 40 United-States <=50K

53 Private 234721 11th 7 Married-civ-spou Handlers-cleane Husband Black 40 United-States <=50K

28 Private 338409 Bachelors 13 Married-civ-spou Prof-specialty ~ Wife Black 40 Cuba <=50K




-86.11 (0.36%) +

23,909.84 -

14, 4:48 PM EST - Disclaime
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* Graphical
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e | Flavors at Baskin Robins (32)

* Continuot —« Time

® |nterval Scaled: Meast

® Ratio Scaled: Measured as a fraction (Multiples).
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B C D E F G H K L M N 0]

age workclass fnlwgt education education-num marital-status ~ occupation relationship race sex capital-gain capital-loss hours-per-week native-country income

2 39 State-gov 77516 Bachelors 13 Never-married  Adm-clerical  Not-in-family White Male 2174 0 40 United-States <=50K
3 50 Self-emp-not-inc 83311 Bachelors 13 Married-civ-spou Exec-managerial Husband White Male 0 0 13 United-States <=50K
4 38 Private 215646 HS-grad 9 Divorced Handlers-cleane Not-in-family White Male 0 0 40 United-States <=50K
5 53 Private 234721 11th 7 Married-civ-spou Handlers-cleane Husband Black Male 0 0 40 United-States <=50K
28 Private 338409 Bachelors 0 0 40 Cuba <=50K

13 Married-civ-spou Prof-specialty ~ Wife Black Female
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IMPUTE

Obvious
Relationship?

No

Discreet >70% class
Attribute? majority?




1. Start R/RStudio.
2. Upload your Data File, then invoke "read.csv"
3. summary(census)







* ‘Country’ ha:s

®* They can be clubbed together as ‘Region’.

® This lets smaller populations have a say in predictions.




ssional’,’Service’.
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& PREPPING YOUR DATA — FEATURE SELECTION

O
® Hypothesis Testing.

* The Dirty Way: Use a Whisker chart
®* The Professional Way:

® Perform Pearson chi-squared test on your features.

Income vs Sex

* Do a correlation analysis/regression

* Use stepwise feature evaluation.

1

M Sex Male High [ Sex Female High



IXK; PREPPING YOUR DATA — FEATURE SELECTION

O === Attribute Selection on all input data ===

® Pearson Chi-Squared Test. Feazch Method:

Attribute ranking.

[ ] EX.I.re me Iy edS)’ .I.O im p I emen.'.. Attribute Evaluator (supervised, Class (nominal): 13 income):

Chi-sguared Ranking Filter

Ranked attributes:

[ .2502 relationship

g407.367598 marital-status

5443.78475 % capital-gain
Education

SEX HAS NOTHING TO WITH INCOME HO WORKCLASS HAS NO CONMECTION TO INCOME
SEX HAS SOMETHING TO DO WITH INCOME H1 WORKCLASS HAS SOMETHING TO DO WITH INCOME
1DOF 1DOF

age
OBSERVED VALUES OBSERVED VALUES

Low HIGH Low HIGH 2498.31e17 hours-per-week
14837 6533 PRIVATE 19032 S063 24085 2344 .25122 capital-loss
9446 1162 MON PRIVATE 5251 2632 7883 1492.92841 T zex
24283 7695 24283 7695 2 Workclass
323.00353 g race
1492.928 & [ [ ] A97.8454 242.648595 11 Begicon

Economic Sector

Selected attributes: 5,4,%8,3,1,12,10,%,7,2,6,11 : 12

Inconclusive



]\\; PREPPING YOUR DATA — FEATURE SELECTION

@
®* Pearson's Correlation Coefficient.

* Test the linear relationship between 2 variables.

* CAREFUL! DO NOT USE when linear relationship not apparent. Correlation = 0

=== Lttribute Selecticn con all input data ===

Search Method:
Attribute ranking.

Attribute Evaluator (supervised, Class (nominal): 13 income):
Correlation Ranking Filter

Ranked attributes:

0.3312 4 marital-status

0.2698 S relationship

0.2336 1 age

0.2304 10 hours-per-week

0.2227 g capital-gain

0.218l T sex

0.1547 12 Economic Sector

0.1454 S capital-loss

0.1251 3 Education

T DONT TRUST LINEAR REGRESSIONS WHEN ITS HARDER 142 fiorkclass

@ race

To GUESS THE. DIRECTION OF THE CORRELATION FROM THE 5.0632 11 Region
SCATTER PLOT THAN TO FIND NELJ CONSTELLATIONS ON IT:

Selected attributes: 4,5,1,10,%,7,12,%,3,2,6,11 : 12







X now has 0 = 1
& u=0

® Unit Vector:




® Can use the scale




Test data & “ 'Tfaining data
teration 1 >0 D000 090000000000000
lterstion 2 - P @ @P@LV VD099 0000999
[ teration 3| @ PPV P999P2000VO909909

Iteration k=4 0‘0‘0“‘0“"“3} J P JI

All data | :

test on the slice.

®* Repeat for all slices.






o use in classification; (2) which thresholds

to use; and (3) when to stop splitting




This metric applies to classifiers only. relevant elements

1
PrEdiCtEd: PrEdiCtEd: [ ] P’r‘ecision —_— TP false negatives true negatives
@) TP+FP
NO YES TP ® 9
NO TN = 50 FP =10 « Selectivity = Lol

1\\5 PERFORMANCE — THE CONFUSION MATRIX

)
e [Fscore = 2ol
- PZI.JTP+FP+FN
e FPR= ———
55 110 TN+FEFP

selected elements

How many selected How many relevant
items are relevant? items are selected?

Precision = — Recall =







]X\; PERFORMANCE — PRC & ROC CURVES

O
® Classifiers assign a probability to a test sample.

® The test sample is then assigned a ‘class’ based on threshold.

® Varying the threshold changes Precision and Recall.
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K\o 4
]xj SUPPORT VECTOR MACHINES |

®* How is it any different from regular regression?

O ® In simple regression, we want to minimize the error rate.

® In SVR we want the error within ‘bounds’.




\Nhat are you

saying! ]t is like a

Yourall wrong!!!

lt's achmly like a

An clcPha ntis

sheath of leather!!

like a big snake

little (:llrr‘fj mouse.

,Actua”y, Neo!

|t's a tree 5hrmP!



D1 D2

D3

® Boosting: Let each new model learn from past failures.

® i.e.--seed samples with observations that were difficult to predict with

previous data

%









1\\5 K-MEANS CLUSTERING

® Projects data into a Euclidian domain.

O -, A
® Partition data into k clusters

* Assignment is based on Euclidean distance.

® Pre-set number of clusters in advance.

®* Not guaranteed to terminate!
® Try out multiple random seeds

®* kmeans() in R




MODEL-BASED CLUSTERING

® Cluster is modeled as a probability.
® Essentially like estimating means from a mixture model

® Unlike K-means, guaranteed to converge to local optimum using Expectation
Maximization (EM)

® library(Mclust) in R
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® Disclaimer

Machine Learning should be the last thing you try when every deterministic method has failed




* STAT208 — STATISTICAL DATA MINING METHODS



https://towardsdatascience.com/
https://www.saedsayad.com/data_mining_map.htm




K\o 4
]xj NEURAL NETWORKS

® Simplest neural network.

O ® Each node is connected to every other node in the next layer.
* They all have the same activation function.

® library(nnet)in R

Hidden Layer Output




