
MACHINE LEARNING 
IN R

GradQuant Workshop, February 27th, 2018



Overview

■ Fundamentals of Machine Learning

■ Regression tasks

■ Classification tasks

■ Deep Learning with TensorFlow



Why is this workshop a little different?

■ I usually like to run code as part of the workshop

■ Many machine learning tasks take too long to run as part of the workshop

– Some models took three episodes of Twin Peaks to run!

– That would make for a very awkward workshop

■ This is meant as a introduction to an introduction to an overview of ML



What is Machine Learning?

■ Computer science field devoted to learning with data

■ Evolved out of desire for AI and computational learning

■ Related to computational statistics, and heavily utilizes numerical optimization

■ Related to, but not equivalent to, data mining

– Data mining is more exploratory



What is Machine Learning?

■ Computer science field devoted to learning with data

■ Evolved out of desire for AI and computational learning

■ Related to computational statistics, and heavily utilizes numerical optimization

■ Related to, but not equivalent to, data mining

– Data mining is more exploratory



Prediction vs. Understanding

■ The goal of many research projects is to understand processes influencing our 

outcome

■ Goal of machine learning is to predict our outcome

– This often includes a tradeoff with interpretation

■ For example, consider the creepiness of Facebook photos

■ Many of these methods are ‘black boxes’



Separating Test and Training Data

■ Machine Learning involves the use of two datasets

– Training and test data

■ The use of test data ensures that we train and test our model on different data 

points

■ Training data often give us an overly optimistic view of our model

■ Test data provide a more accurate view of our model performance

■ Important to occasionally update our model with new data to avoid rot



Preprocessing

■ Some decisions about the data need to be made before constructing models

■ Some models prefer data to be on a 0-1 scale, some prefer z-scores, others don’t 

care

■ Most models will blow up your computer if there are missing data

■ Some other issues to consider, such as…



Low variance

■ Imagine a variable with 98% of the sample being a 1, the other 2% being a 0

– This will likely unduly influence our model

■ R uses a 10% rule to determine low variance predictors

■ Often the best (and easiest) solution is to delete variables

■ But may be usable if the training data set is sufficiently large



High correlation

■ Many models will also have trouble optimizing if variables are too related

■ R can find those variables that are highly correlated

■ Again, we can chose to delete these variables

– Best solution with perfect collinearity (i.e. columns for Employed and 

Unemployed)

■ We can also preprocess by using dimensionality reduction (e.g. PCA)



Over/Underfitting

■ Our training model can either over or under fit the data

– Ideal is a model that performs well on both datasets

■ Overfitting occurs when our model performs well on training data, but poor on test 

data

– May want to try a regularization technique, or a simpler model

■ Underfitting occurs when our model performs poorly on training data

– Try a more complex model, or different predictors



Tuning Parameters

■ Most models have some modifications that can be made

■ R will automatically search a limited subspace of tuning parameters

– We can also tell it what to use

■ Finding optimal tuning parameters also part of model training

■ I will point out relevant tuning parameters, but forego exhaustive search



Regression Tasks

■ Linear Regression

■ Regularization techniques

■ Multivariate Adaptive Regression Splines

■ K-Nearest Neighbors

■ Regression Trees

■ Random Forests

■ Identifying the most important predictors



Measuring Performance in Regression 
Tasks 

■ Two main statistics when predicting continuous outcomes

■ RMSE is equal to the average misprediction of our outcomes values

– 𝑅𝑀𝑆𝐸 =
1

𝑛
 𝑗=1
𝑛 (𝑦𝑗 −  𝑦𝑗)

2

■ 𝑅2 is the amount of variability in our outcome that our model is explaining

– 𝑅2 = 1 −
𝑆𝑆𝑟𝑒𝑠𝑖𝑑𝑢𝑎𝑙

𝑆𝑆𝑡𝑜𝑡𝑎𝑙



Wine Quality Dataset

■ Wine quality dataset from the UCI Machine Learning Repository

■ 1,599 ratings of quality of different wines

– 1-8 scale, with 1 being undrinkable and 8 being amazing

■ 11 predictors of wine quality

– e.g. Chlorides, ABV

■ Our task is to create a model that adequately predicts
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Linear Regression

■ Linear regression is often used as the “baseline” or default model

– Other models will be compared this regression

■ Objective is to find the plane that most reduces the Sums of Squares Error (SSE)

– 𝑆𝑆𝐸 =  𝑖=1
𝑛 (𝑦𝑖 −  𝑦𝑖)

2

■ The optimal plane of parameters is:

– (𝑋𝑇𝑋)−1𝑋𝑇𝑦

– Returns a vector of the optimal parameters



Linear Regression Results



Lasso Regression

■ Least Absolute Shrinkage and Selection Operator

■ Imposes a penalty on the model parameters

– It both shrinks the regression parameters, and sets some to zero

– This shrinking usually reduces the degree of overfitting

■ This achieves both regularization and variable selection

■ 𝑆𝑆𝐸 =  𝑖=1
𝑛 (𝑦𝑖 −  𝑦𝑖)

2 + λ 𝑗=1
𝑃 β𝑗

– Where λ is the shrinking parameter



Lasso Regression Results



Multivariate Adaptive Regression Spline

■ Creates a piecewise linear model

– This can identify nonlinearaties in the predictors

■ Each variable is broken into two at a “hinge”

– Hinge function: ℎ 𝑥 =  
𝑥, 𝑥 > 0
0, 𝑥 ≤ 0

■ This allows to estimates different slopes at different levels of predictors



MARS Result



K-Nearest Neighbors

■ Among the machine learning algorithm

■ Predicts the value of a new sample using the k nearest neighbors

– User specifies k, or tries several values

■ Does not lend itself to a clear model specification, but is built upon the surrounding 

data points

■ The predicted value becomes the mean of those k neighbors



KNN Results



KNN Results



Regression Tree

■ Prediction is included with this model as a series of nested if-then statements

■ If: x1 < 20  then y = 5.3

– Else If: x2 > 50 then y = 7.6

– Else y = 12.6

■ We can differ how many potential branches we have

■ Trees will find the optimum branches and cutoffs to predict y

■ Single trees are VERY prone to overfitting



Regression Tree Results





Bagging

■ Bootstrap AGGregating

■ Designed to reduce variance in estimates and avoid overfitting the data

■ A model averaging approach

■ Take m data sets with resampling from the original data

■ Perform a regression tree on each bootstrapped data set

■ Average the results for regression trees



Random Forests

■ Bootstrapped samples may feature different observations, but have the same 

variables included

■ This introduces “tree correlation” among the samples

■ Random forests use bootstrapping, but also random selection of predictors

– This eliminates correlation across different samples

■ While decision trees are easily interpreted, random forests are not



Random Forest Results



Summary of Regression Results

Model R2 RMSE

Linear model .211 .878

LASSO .235 .770

MARS .371 .653

KNN .102 .783

Regression tree .354 .662

Random Forest .527 .575



Most Important Predictors



Classification Tasks

■ Logistic Regression

■ Naïve Bayes

■ KNN

■ Linear Discriminant Analysis

■ Support Vector Machines

■ Decision Trees

■ Random Forests



German Credit Data

■ From UCI Machine Learning Repository

■ 1000 observations of 62 variables

■ Prediction is whether a person has good or bad credit
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Measuring Performance in 
Classification

■ Accuracy is a measure of how many predictions were right, versus the total dataset

– Many problems with this metric

■ 𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
# 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑌𝑒𝑠′𝑠

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑌𝑒𝑠′𝑠

■ 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
# 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑁𝑜′𝑠

𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑁𝑜′𝑠

■ Tradeoff between Sensitivity and Specificity



Area under ROC Curve



Logistic Regression

■ Same basic concept as linear regression

■ Form a model that is linear in the parameters by minimizing residuals

■ Model the log odds of an event occurring

– log
𝑝

1−𝑝
= β0 + β1𝑥1 + β2𝑥2 …β𝑘𝑥𝑘

– Where p is the probability of the event occurring

■ Similar to linear regression, this often used as our baseline model



Logistic Regression Results 



Naïve Bayes

■ Uses Baye’s theorem to establish probability of outcome based in prior evidence

■ 𝑝 𝐸𝑣𝑒𝑛𝑡 𝒙) =
𝒑 𝐸𝑣𝑒𝑛𝑡 ∗𝒑 𝒙 𝐸𝑣𝑒𝑛𝑡)

𝒑(𝒙)

■ Train the parameters of this equation on the test set, apply to the training data

■ Considering the simplicity of this model, does surprisingly well



Naïve Bayes Results



KNN

■ The same idea of KNN for regression can be used for classification

■ For a new sample, use the label associated with nearest k neighbors

■ Unlikely that all neighbors agree, so voting is typically used among k neighbors

■ This is a simple model, but easily interpretable



KNN



KNN Results



Linear Discriminant Analysis

■ Attempts to find a linear combination of the predictors that will best distinguish 

classes

■ Often used as a dimensionality reduction technique as well

■ Among the oldest classification technique



LDA Results 



Support Vector Machines

■ Assume that we have two classes, assessed on a single X variable

■ SVMs find the line the best distinguishes the two classes, with margins as large as 

possible

■ SVMs can classify observations, but cannot deliver probabilities

■ One tuning parameter is how strict are the boundaries when classes are not linearly 

separable





SVM Results



Classification Tree

■ Same basic logic as the regression tree, but for classification

■ Good trees are classified by “purity”

– i.e. Proportions are close to zero or one for a node

■ Variables will be split on the variable that maximizes the purity

– Will then choose other variables to split on

– Will continue until maximum depth is reached, sample size in each node 

reaches a minimum

■ Also very prone to overfitting 

– Trimming usually helps this



Decision Tree Results



Random Forest

■ Require a simple modification of Random Forest Regression algorithm

■ Each decision tree votes for the classification in a new sample

– This is how we calculate the probabilities

■ Each constituent tree uses a random subset of variables

■ Typically avoids some of the overfitting for individual decision trees



Random Forest Results



Summary of Classification Results

Model AUC

Logistic Regression .725

Naïve Bayes .695

K-Nearest Neighbors .738

Linear Discriminant 

Analysis

.727

Support Vector Machine N/A

Decision tree .342

Random Forest .770





Most Important Predictors



Deep Learning

■ Characterized by a “black box”

– Subset of machine learning

– Able to train itself

■ Appropriate for more complicated tasks, like image or sound recognition

■ Algorithms are typically less organized, more flexible, and way more complicated

■ The most popular methods are variations on artificial neural networks

– Inspired by the biology of human neural networks





Single Layer Perceptron
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Multilayer Perceptron
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What is the point of the hidden layer(s)?

■ Raw input is usually not able to be weighted in a way that can be used for the output

■ Transform the input into something the output layer can use

■ Output layer will then scale the hidden inputs into the example classes used

■ This allows for multiple functions to be applied to input

– For instance, allows the network to pick up on different features of the input



Convolutional Neural Networks

■ Type of multilayer perceptron that utilizes convolutional layers

– Particularly useful for image recognition

■ Convolutional layers narrow the input down to a subset of input (like pixels in a 

picture), trained through optimization

■ This subset is “pooled” together, and then multiple other pooled layers are 

combined

■ Multilayer perceptron (or further convolution) is then applied to these pooled layers



MNIST Dataset

■ The ‘Hello World!’ of machine learning datasets

■ Images are handwritten digits that take on values of 0-9

■ Each images is 28x28 pixels

– Each image is 784 dimensional, with a vector representing the value

■ Numeric values are represented by pixel darkness

■ Consists of 60,000 training images and 10,000 test images
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What is Tensorflow?

■ Developed by the Google Brain team for internal use

– Including the “Godfather of AI” Geoffrey Hinton

■ Replaced their DistBelief that was used for training neural networks

■ Was issued as an open sourced library in 2015

■ Python API is the most widely used, but interfaces with R (through Python)



Training a Simple Neural Network

■ We have to initialize a TensorFlow ‘session’

■ Load in the data

■ Create placeholders for the data 

■ Create batches that help the normalization of the data

■ Train the network using Gradient Descent

■ Assess accuracy









Training a Convolutional Neural Network

■ Same steps as before except…

■ Set up convolutional and pooling layers

– Our example will include two layers of 32 and 64

– Pooling layers are 2x2 dimensions











TWO AND A HALF 
HOURS LATER…

(During which I went to the grocery store, did laundry, 

and made dinner)





Other Neural Networks

■ Recurrent neural networks

– Used for time series data

■ Deep belief networks

– Unsupervised neural nets

■ Long short-term memory

– Maintains “memory” of values

■ Reinforcement Learning 

– Allows the machine to learn over time



Caveats about Neural Networks

■ The computational time is crazy

■ Have failed to meet high expectations

■ Pretty much no interpretability


