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Intended audience:

• You have used Stata before but you do not 
need to be an expert

• You want to know how to manage panel data

• You want to know how to implement panel 
regressions 

• You want to have some hands-on experience 
on which model to use: pooled, FE or RE
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• Introduction to Modern Econometrics Using Stata 
by Baum

• Should I Use Fixed or Random Effects? By Clark 
and Linzer

• http://faculty.ucr.edu/~hanneman/linear_models
/c4.html

• http://dss.princeton.edu/training/Panel101.pdf#p
age=2
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Overview

• 1. What is panel data

• 2. Useful pre-regression commands

• 2. Pooled regression and bias

• 3. FE vs RE

• 4. FE part 1

• 5. FE part 2

• 6. More Stata examples



What is panel data?

• Cross-section

• Time-series

• Cross-sectional and time series data:

We are following the same cross-section 
through time (states, countries, firms, people, 
etc.). NLSY, SOEP, BHPS,PSID

This is not the same as an independently pooled 
cross-sections (CPS)



Balanced panel: each individual has an 
observation for each period



If you wish to replicate the following tables, 
graphs and regression outputs please use:

mus08psidextract.dta

paneldocamtriv.do

These are the data set and do files, based on 
Cameron and Trivedi’s Microeconometrics Using 
Stata, Chapter 8



Handy Stata commands before running a regression

describe
summarize - sum
list varlist
xtset id time
xtdescribe
xtsum
xttab varlist
xttrans varlist
xtline and overall plots
sort year
by year: sum varname if

Example with 
mus08psidextract.dta and 
paneldocamtriv.do



One-way effect model 

𝑦𝑖𝑡 = 𝛼𝑖 + 𝑋′𝑖𝑡 𝛽 + 𝜀𝑖𝑡  

Two-way effect model 

𝑦𝑖𝑡 = 𝛼𝑖 + 𝛾𝑡 + 𝑋′𝑖𝑡 𝛽 + 𝜀𝑖𝑡  

Pooled model 

𝑦𝑖𝑡 = 𝛼 + 𝑋′𝑖𝑡 𝛽 + 𝜀𝑖𝑡  

where i=1,2,…,N  and  t=1,2,…,T 

A short panel fixes T and lets N be large. Long panels have small N and large T. We can have panels 

that have both big N and T. Each may require different estimation techniques. This workshop will 

focus on short panels. The model errors are assumed to be independent across individuals (can be 

relaxed).  



Pooled OLS regression
𝑦𝑖𝑡 = 𝛼 + 𝑋′𝑖𝑡𝛽 + 𝜈𝑖𝑡

where 𝜈𝑖𝑡 = (𝛼𝑖 − 𝛼 + 𝜀𝑖𝑡)

𝑦𝑖𝑡 = 𝛼 + 𝑋′𝑖𝑡𝛽 + (𝛼𝑖 − 𝛼 + 𝜀𝑖𝑡)



Pooled OLS with clustered standard errors



Pooled regression and bias

Omitted variable bias
𝑌 = 𝑋′𝐵 + 𝑍′𝛿 + 𝑈 

𝛽 = (𝑋′𝑋)−1(𝑋′𝑌) 

𝛽 = (𝑋′𝑋)−1𝑋′ (𝑋′𝛽 + 𝑍′𝛿 + 𝑈) 

𝛽 = 𝛽 + (𝑋′𝑋)−1𝑋′𝑍𝛿 + (𝑋′𝑋)−1𝑋′𝑈 

𝛽 = 𝛽 + (𝑋′𝑋)−1𝑋′𝑍𝛿 

𝛽 = 𝛽 + 𝒄𝒐𝒓𝒓(𝑿, 𝒁)
𝜎𝑍

𝜎𝑋
𝛿 

𝑤ℎ𝑒𝑟𝑒   (𝑋′𝑋)−1(𝑋′𝑍) =
𝐶𝑂𝑉(𝑋, 𝑍)

𝜎𝑋
2 = 𝑐𝑜𝑟𝑟(𝑋, 𝑍)

𝜎𝑍

𝜎𝑋
 





If the error term is correlated with the 
explanatory variable…

• We will get a biased coefficient

• Pooled regression will not be the way to go

Examples of when this can happen:

Wages, education, gender, ability and race

GDP growth and life-expectancy

• Use Fixed Effects (more on this in a bit)

• If corr(X,Z)=0… pooled or Random Effects



“Fixed-effects models have the added 
complication that regressors may be correlated 
with the individual-level effects so that 
consistent estimation of regression parameters 
requires eliminating or controlling for the fixed 
effects.”

Cameron and Trivedi, Microeconometrics Using Stata

“…the crucial distinction between fixed and 

random effects is whether the unobserved

individual effect embodies elements that are 

correlated with the regressors in the

model, not whether these effects are stochastic 

or not” Greene, 2008, p.183 



Random Effects

The RE model assumes that the individual 
effects are distributed independently of the 
regressors. The benefit is that we can calculate 
the individual effects. The cost is a restrictive 
assumption that if unrealistic, will bias our 
results.

Sometimes RE is called partial pooling or 
random intercept model





xttest0  Pooled OLS or RE?



Fixed Effects

• Need healthy dose of within variation, 
otherwise imprecise estimates. Think of 
demeaning with little within variation

• Do not have to worry about time invariant 
observable or unobservable variables that are 
correlated with regressors

• But cannot estimate the impact of those 
coefficients (or do inference on them).







How and when to choose

There is a variance-bias trade-off… “The fixed effects model 
will produce unbiased estimates of β, but those estimates 
can be subject to high sample-to-sample variability. The 
random effects model will, except in rare circumstances, 
introduce bias in estimates of β, but can greatly constrain 
the variance of those estimates—leading to estimates that 
are closer, on average, to the true value in any particular 
sample.” Clark and Linzer

Hausman Test



Hausman Test

Null hypothesis is that RE is correct and that the difference between the FE and RE estimates are not 

significant. We can see that the Hausman test rejects the null hypothesis 



More on Fixed-Effects

• Show that LSDV=FE=Demeaned 
regression=Differenced regression (for short 
panels)

• Other useful tricks such as creating multiple 
dummies, demeaning by id, etc.



LSDV=FE=Demeanded=Differenced

In order to replicate the following tables, graphs 
and regression outputs please use:

psid1.dta

panel.do

• The equivalence between LSDV and FE does 
not carry over for nonlinear models

• Avoid the dummy variable trap!



areg lnhourlywage tenure tenuresquared age agesquared black union educ i.id, absorb(id)





LSDV regression of logwages on hours 
worked for a few industries





If we had a small amount of dummies…

• tabulate id, generate(dummyid)

This would create the dummy variables for each 
individual. Then we can add them to the reg y x 
command.

However, remember that the dummy estimates 
have no out-of-sample meaning. They are not 
consistent. That is the advantage of RE, it can 
calculate and do inference on the individual 
effects



Demeaned regression
by id: egen lnhourlywage_mean=mean(lnhourlywage)

gen dm_lnhourlywage =lnhourlywage- lnhourlywage_mean



Demeaned regression

• Instead of calculating the means and 
demeaning we can use xtdata.

• This will permanently change your variables so 
it is best to use preserve – regress – restore 
(see do file)



Differenced regression

• We could get the same estimate if we 
difference 𝑦𝑖,𝑡 − 𝑦𝑖,𝑡−1 and so on for the 
regressors. The fixed effects drop. However, 
this will only work for short panels. For T=2 FE 
and the 1st difference estimator will be 
identical.

Sort id year

regress D.(lnhourlywage agesquared age educ union tenure tenuresquared union black)



Other useful panel commands

• xtreg indepvar regressors i.year, fe

testparm i.year

• xttest0  Pooled or RE?

• xttest2  Contemporaneous correlation?

• xttest3  Heteroskedasticity in FE? (corrected 
by robust and/or cluster)



• Remember lecture will be up on the website

• The big picture. We looked at pooled OLS and:



Useful resources

help command Links at the beginning



More Stata examples and questions

• IPUMS data set and do file

• Any other questions?


