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Hypothesis testing and power

In null hypothesis statistical testing (NHST) we test
H0 : τ = 0 against H1 : τ 6= 0

Two types of research error in NHST:

Type I error: falsely reject null when it is true

Controlled by the significance level or “size” of the test
At α = 0.05 only 5 times in 100 would you observe p < 0.05

Type II error: falsely reject the alternative when it is true

Power is the percent of time alternative is accepted when true
Usual symbol is κ (sometimes β = 1− κ)
Higher power is better – more likely to detect an effect for a
given significance level
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Sample size/ Power

Power is the probability that you can reject a false null hypothesis.
Several elements of your study determine the power.

Elements typically not under your control:

Effect size (β)
Variability in the outcomes (σ2)

Elements typically under your control:

Sample size (N)
Power requirement (κ)
Significance level (α)
Proportion assigned to treatment v. control (P)
Including covariates that are correlated with outcomes (X )
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t units

To test a hypothesis, and to describe a study’s power, we need to
rescale test statistic into “t” units

t =
ATE

SE (ATE )
(1)
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Estimate the ATE using regression

In order to run the regression to estimate the ATE (i.e., β), we
assume,

Yi =α + βZi + εi (2a)

εi ∼N(0;σ2) (2b)

Then the standard error of the ATE is√
1

P(1− P)

σ2

N
(3)
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Convert t units to β units

We can convert back and forth between t and β units

t =
β

SE (β)
(4a)

β =t × SE (β) (4b)

Let’s derive the basic power formula . . .
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Figure 1

αt κ−1t

0
SizeEffect 

Value
Critical

β
SizeEffect 



Introduction Calculating Power Cluster Designs Conclusion

Deriving the basic power formula

We need to find the area to the right of the critical value for the
alternative hypothesis sampling distribution

β =t × SE (β) (5a)

β =(tα + t(1−κ))× SE (β) (5b)

β

SE (β)
− tα =t(1−κ) (5c)

. . . Then look up the area to the right of t(1−κ)
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Minimum detectable effect

Assume estimate ATE with OLS, we can state a MDE by
setting α = 0.05, κ = 0.80, sample size of N, proportion

assigned to treatment group P, and estimate σ̂2

The minimum detectable effect (MDE) is

MDE =[tα + t(1−κ)]×

√
1

P(1− P)

σ2

N
(6a)

=“t-distance”× SE (β) (6b)
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Including covariates in the analysis can improve your power

Covariates can reduce the MSE (σ2) of your regression

Yi =α + Zβ + (εi ); εi ∼ N(0;σ2) (7a)

=α + Zβ1 + (Xβ2 + ε∗i ); ε∗i ∼ N(0; (σ∗)2) (7b)

If β2 6= 0, then (σ∗)2 < σ2
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Level of randomization/assignment

Individual

Group or cluster

Classroom
School
School district
Village/city
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Why clustered designs?

Some treatments can only be at cluster level (Classroom, Lab,
Small group)

Need to account for interference/SUTVA violation



Introduction Calculating Power Cluster Designs Conclusion

Power in clustered designs

Within-group correlation in outcomes reduces power

Common background, information, omitted factors
More power the more unrelated the people in the group

ρ is the intra-cluster correlation (ICC)

Need to adjust power calculation with a design effect. For a
given sample size, clustering in groups of size m, the MDE
increases by

√
1 + ρ(n − 1)

Usually the number of groups matters more than the number
of individuals

Issues:

Individual randomization gives bigger sample, more power
Beware of nesting even when assigning at individual level
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Minimum detectable effect for a clustered design

Assume J groups each of size n

ClusterMDE =(tα + t(1−κ))×
√
ρ+

1− ρ
n

σ√
P(1− P)J

(8a)

=“t-distance”× SE (β) (8b)

Note the Cluster MDE decreases more rapidly in J than in n
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Resources for Power

The Randomization Toolkit

Alex Coppock’s “10 Things to Know about Power” on EGAP

http://economics.mit.edu/files/806
http://egap.org/methods-guides/10-things-you-need-know-about-statistical-power
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Calculating power requirements

Decide the null hypothesis

Set a significance level

Set power requirement

Decide sample size and proportion allocated to treatment,
estimate outcome variance, include covariates

Calculate MDE

See if study will detect a minimum effect size you need
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Ethical considerations

Consider ethics and fairness of using other people’s time for
your own research

Consider the costs and funding sources; opportunity cost for
wasted resources

Be clear about the time requirements for doing a careful study
and how much of everyone’s time you will be using

Be transparent in conducting and reporting your analysis
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