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Why Hypothesis testing?

You already know how to estimate the parameter 6.

Now you want to know if the value of the parameter 6 is equal to 6y, and
quantify how confident you are.

A wonderful thing about hypothesis testing is that we recognize that our
results and conclusion may be wrong and we quantify by how much.



A Note On Notation

- For population parameters we use Greek letters (p, o, p, 0, etc)

- For sample estimates of the population parameters we use hats or letters
(12,0,%, s, etc)



What can we use hypothesis testing for?

To infer things about the population, such as...
@ parameters (mean, variance, proportions, etc.)
@ operations of parameters (differences, ratios, etc.)
@ comparing parameters across multiple populations

e MORE!



Where do Hypothesis Tests Come From

@ The basic thought process is least 200 years old, possibly as early as
1660s.

@ Happy accident? Karl Pearson wanted to analyze biological data,
developed a more formal hypothesis testing procedure and the
-Squared distribution in the process. (There is a reason -Squared
distribution comes up so much, it was literally designed for this!)

@ 1920 - 1930s; R.A. Fisher published papers expanding the idea with
different distributions. Made the idea very versatile.

@ 1938; G.W. Snedecor front the first textbook, which popularized tests.
It was at one point the most cited scientific book or paper of all time.

o Late 1920s; E. Pearson and J. Neyman revamped the theory.
Neyman-Pearson Lemma, proof of having the "Best Test”. < This is
what we mostly use today in introductory courses.

@ E. Lehmann expanded the idea even more, making it more versatile
and published a textbook. 5 /53



Basic Steps In Hypothesis Testing

@ Make Assumption
@ Collect/acquire data related to assumption

© Reject assumption or not based on data.
o P-value***
o Critical Value

o Confidence Interval



Basic Steps in Hypothesis Testing (version 2)

o
2]
o
o

©

Formulate the null hypothesis Hy and Hy
Identify the distribution of the sample estimate when Hy is true.
Select a significance level, o (usually 0.1, 0.05, 0.01).

Compute the p-value. The p-value is the probability that we observe
our data or something more extreme given the Hy is true.

Compare the p-value to a significance level. Determine if Hy should
be rejected (p-value <a) or if we fail to reject it (p-value > «).



How to format Hy and Hj

We may consider the following structures:

° Ho : 6 =6y Ha : 0 # 6o
° Ho : 6 < 6 Ha: 0> 6
° Hy: 0> 6 Hp: 0 <6y
° Ho :0 =6q Hp: 0 =04,00 # 04

Note that the Hy always has an equals sign. This is critical for the
construction of the tests.

Hp is called the Null-Hypothesis because most hypothesis testing is
focused on lack of an effect.



An alien empire is considering taking over planet Earth, but they will only
do so if the portion of rebellious humans is less than 10%, percent. They
abduct a random sample of 400 humans, performed special psychological
tests, and found that 14%, percent of the sample are rebellious. The
population parameter is #= percent of rebellious humans.

What is Hy vs H4 for the alien’s test?



An alien empire is considering taking over planet Earth, but they will only
do so if the portion of rebellious humans is less than 10%, percent. They
abduct a random sample of 400 humans, performed special psychological
tests, and found that 14%, percent of the sample are rebellious. The
population parameter is #= percent of rebellious humans.

What is Hy vs H4 for the alien’s test?

Hy: 0 <.10

Hp: 0> .10

Suppose o = 0.05, n = 400, 0 = 0.14, and p-value = 0.01.

What is the conclusion of the test?
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An alien empire is considering taking over planet Earth, but they will only
do so if the portion of rebellious humans is less than 10%, percent. They
abduct a random sample of 400 humans, performed special psychological
tests, and found that 14%, percent of the sample are rebellious. The
population parameter is #= percent of rebellious humans.

What is Hy vs H4 for the alien’s test?

Hy: 0 <.10

Hp: 0> .10

Suppose o = 0.05, n = 400, 0 = 0.14, and p-value = 0.01.
What is the conclusion of the test?

p-value < a — reject Hy. Humans are too rebellious.
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An alien empire is considering taking over planet Earth, but they will only
do so if the portion of rebellious humans is less than 10%, percent. They
abduct a random sample of 400 humans, performed special psychological
tests, and found that 14%, percent of the sample are rebellious. The
population parameter is #= percent of rebellious humans.

What is Hy vs H4 for the alien’s test?

Hy: 0 <.10

Hp: 0> .10

Suppose o = 0.05, n = 400, 0 = 0.14, and p-value = 0.01.
What is the conclusion of the test?

p-value < a — reject Hy. Humans are too rebellious.

Why do we use the p-value in this way?
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What's in a P-Value anyways?

-DONT KNOW WHAT A'P-
VALUE'IS
. N




What's in a P-Value anyways?

YOU KEEP USING
THE WORDJP-VALUE

i

fr—_

| DON'T THINKIT MEANS
WHAT YOU THINK IT MEANS




What's in a P-Value anyways?

Distribution under Hy
(one-tailed test)

Reject

‘ (probability o) pvalue
« Don'treject — i "3
critical test
value statistic

Recall: Definition of a p-value is observing our data or something more
extreme given the null hypothesis is true.

It is still reasonable to observe data in the area of «, it is just not likely.
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How do find the p-value?

Use a test statistic, find corresponding p-value for your test statistic.

There are different charts for different distributions.

Table of Standard Normal Probabilities for Negative Z-scores Table of Standard Normal Probabilities for Positive Z-scores
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Note that the probabilities given in this table represent the area to the LEFT of the z-score.
The area to the RIGHT of a z-score = 1 — the area to the LEFT of the z-score
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You can also calculate the p-value directly...

Calculating directly is hard. This is why we use charts alot.

1 (x—p)?
e 202 dx

P(X>x):/

x 2102
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A certain fertilizer company makes bags of fertilizer, it is believed that the
weight of these bags is normally distributed with a mean of 7.4kg and a
standard deviation of 0.15kg. They take a sample of these bags from the
assembly lines to test if the mean fertilizer weight is not 7.4.

What is Hy vs Hp?
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A certain fertilizer company makes bags of fertilizer, it is believed that the
weight of these bags is normally distributed with a mean of 7.4kg and a
standard deviation of 0.15kg. They take a sample of these bags from the
assembly lines to test if the mean fertilizer weight is not 7.4.

What is Hy vs Hp?

Ho:p=17.4

Ha:p#7.4

Suppose a = 0.05, n =50, x = 7.36kg, s = .12kg, and p-value = 0.01.

What do we conclude?
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A certain fertilizer company makes bags of fertilizer, it is believed that the
weight of these bags is normally distributed with a mean of 7.4kg and a
standard deviation of 0.15kg. They take a sample of these bags from the
assembly lines to test if the mean fertilizer weight is not 7.4.

What is Hy vs Hp?

Ho:p=17.4

Ha:p#7.4

Suppose a = 0.05, n =50, x = 7.36kg, s = .12kg, and p-value = 0.01.
What do we conclude?

If the p-value < 5. Reject Hp, the mean weight is not 7.4kg.
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A certain fertilizer company makes bags of fertilizer, it is believed that the
weight of these bags is normally distributed with a mean of 7.4kg and a
standard deviation of 0.15kg. They take a sample of these bags from the
assembly lines to test if the mean fertilizer weight is not 7.4.

What is Hy vs Hp?

Ho:p=17.4

Ha:p#7.4

Suppose a = 0.05, n =50, x = 7.36kg, s = .12kg, and p-value = 0.01.

What do we conclude?

If the p—vaIueReject Hp, the mean weight is not 7.4kg.
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Example

critical value «+—— —critical value
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What do we get from Hypothesis Testing

We learn if it would be reasonably plausible to infer Hy in true. (Hint:
Hypothesis testing is part of inferential statistics)

We do NOT learn:
@ If Hy is true or false.
@ If Hy is true or false.
We infer, we may never know the truth.

Notice, in all these examples we need to predetermine «. It is also still
reasonable to observe data in the area of a, it is just not likely. Always
report significance level, «, with your conclusion.
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Hypothesis Testing is Not Perfect - Errors Happen

How do we get a? We must balance out the errors.

Study Finding

Reality

Positive Negative
2 True Positive False Positive
= (Power) Type I Error
£ (1-8) (o)
:'a: False Negative
§o Type II Error True Negative
z ®
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Hypothesis Testing is Not Perfect- Errors Happen

Theoretical
Null non-null value

Any

Alternative
Hypothesis

H

1

u
Hypothesis
H

o

Typell Typel
error error

e A Type | error occurs if we reject the null hypothesis Hy (in favor of
the alternative hypothesis HA) when the null hypothesis Hy is true.
We denote a = P(Type | Error).

o A Type Il error occurs if we fail to reject the null hypothesis Hy when
the alternative hypothesis H, is true. We denote = P(Type Il Error)
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How do we balance the errors?

In practice, we predetermine «. This is based on the needs of the project,
and what type of errors you prefer. Then we minimize 3 or, equivalently
maximize power (1 — /). This is a balancing act.

The most common « values are 0.05, or 0.10. The 3 value is typically
around 0.20. There is no statistical reasoning for this. The value of a and
5 is determined by researcher depending on the context of the question.

What size « value would you give for the following scenarios?
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How should we balance the errors? (Example 1)

Seth is starting his own food truck business, and he's choosing cities where
he'll run his business. He wants to survey residents and test whether or
not the demand is high enough to support his business before he applies
for the necessary permits to operate in a given city. He'll only choose a
city if there's strong evidence that the demand there is high enough.

@ Hy:The demand is not high enough
@ Ha:The demand is high enough.
Type 1 error:
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How should we balance the errors? (Example 1)

Seth is starting his own food truck business, and he's choosing cities where
he'll run his business. He wants to survey residents and test whether or
not the demand is high enough to support his business before he applies
for the necessary permits to operate in a given city. He'll only choose a
city if there's strong evidence that the demand there is high enough.

@ Hy:The demand is not high enough
@ Ha:The demand is high enough.
Type 1 error: He chooses a city where demand isn't actually high enough.

Type 2 error:
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How should we balance the errors? (Example 1)

Seth is starting his own food truck business, and he's choosing cities where
he'll run his business. He wants to survey residents and test whether or
not the demand is high enough to support his business before he applies
for the necessary permits to operate in a given city. He'll only choose a
city if there's strong evidence that the demand there is high enough.

@ Hy:The demand is not high enough
@ Ha:The demand is high enough.
Type 1 error: He chooses a city where demand isn't actually high enough.

Type 2 error: He doesn't choose a city where demand is actually high
enough.

Which error is more concerning?
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How should we balance the errors? (Example 1)

Seth is starting his own food truck business, and he's choosing cities where
he'll run his business. He wants to survey residents and test whether or
not the demand is high enough to support his business before he applies
for the necessary permits to operate in a given city. He'll only choose a
city if there's strong evidence that the demand there is high enough.

@ Hy:The demand is not high enough
@ Ha:The demand is high enough.
Type 1 error: He chooses a city where demand isn't actually high enough.

Type 2 error: He doesn't choose a city where demand is actually high
enough.

Which error is more concerning? Type 1. Make o small.
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How do we determine the critical value? (Example 2)

Employees at a health club do a daily water quality test in the club’s
swimming pool. If the level of contaminants are too high, then they
temporarily close the pool to perform a water treatment.

@ Hy:The water quality is acceptable
@ Ha:The water quality is not acceptable.

Type 1 error:
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How do we determine the critical value? (Example 2)

Employees at a health club do a daily water quality test in the club’s
swimming pool. If the level of contaminants are too high, then they
temporarily close the pool to perform a water treatment.

@ Hy:The water quality is acceptable
@ Ha:The water quality is not acceptable.

Type 1 error: The club closes the pool when it doesn't need to be closed.
Type 2 error:
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How do we determine the critical value? (Example 2)

Employees at a health club do a daily water quality test in the club’s
swimming pool. If the level of contaminants are too high, then they
temporarily close the pool to perform a water treatment.

@ Hy:The water quality is acceptable
@ Ha:The water quality is not acceptable.

Type 1 error: The club closes the pool when it doesn't need to be closed.
Type 2 error: The club doesn't close the pool when it needs to be closed.

Which is more dangerous?
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How do we determine the critical value? (Example 2)

Employees at a health club do a daily water quality test in the club’s
swimming pool. If the level of contaminants are too high, then they
temporarily close the pool to perform a water treatment.

@ Hy:The water quality is acceptable
@ Ha:The water quality is not acceptable.

Type 1 error: The club closes the pool when it doesn't need to be closed.
Type 2 error: The club doesn't close the pool when it needs to be closed.

Which is more dangerous? Type 2 Error. Let « be larger.
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Now we set o, what about 37

Calculating 3 is a bit more complicated. We start with a simple example.
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How to calculate a Type Il error?

Suppose you are interested in the mean of a normal random variable with

a known standard deviation, o = 1, n = 25. It is known the mean of the
normal random variable is either 0 or 4.

Ho:p=0
Ha:p=4
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How to calculate a Type Il error?

Suppose you are interested in the mean of a normal random variable with
a known standard deviation, 0 =1, n = 25. It is known the mean of the
normal random variable is either 0 or 4.

Ho:p=0
Ha:p=4
Suppose the researcher set o« = 0.05. Thus the critical value is 1.96.
P(Type Il error)
= P(Accept Hp|Hp is true)
= P(x < 1.96| = 4)
Convert the Hy distribution to standard normal.

1.96 — 4
=P(Z< —1 )

= P(Z < —2.04) = 0.0207
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What if the alternative hypothesis is not simple?

Let X denote the IQ of a randomly selected adult American. Assume, a bit
unrealistically, that X is normally distributed with unknown mean p and
standard deviation 16. Take a random sample of n = 16 students, so that,
after setting the probability of committing a Type | error at o = 0.05. We
want to test

Ho : =100
Ho : > 100
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What if the alternative hypothesis is not simple?

Let X denote the IQ of a randomly selected adult American. Assume, a bit
unrealistically, that X is normally distributed with unknown mean p and
standard deviation 16. Take a random sample of n = 16 students, so that,
after setting the probability of committing a Type | error at o = 0.05. We
want to test

Ho : =100
Ho : p > 100
We need to know the true distribution of our parameter to calculate 3.

The further the true mean is from the p under Hp, the smaller 5.
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Power

The power of a hypothesis test is the probability of correctly rejecting Hp.

That is, the power of a hypothesis test is the probability of rejecting the
null hypothesis Hy when Hp is not true.

Typically we think in terms of power, instead of Type Il errors. That is we
want to minimize @ and maximize (1 — ). Instead of thinking of
minimizing « and .

For the previous example, power = 1 - 0.0207 = .9793.
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Balancing Errors

In general, we'll want to do the following:

(1) Minimize the probability of committing a Type | error. That, is
minimize o P(Type | Error). Typically, a significance level of o < 0.10 is
desired.

(2) Maximize the power (at a value of the parameter under the alternative
hypothesis that is scientifically meaningful). Typically, we desire power to
be 0.80 or greater. 41/53



Power Function

Power = K(0) =1— ®(Z,)
Where
@ ®() is the cumulative distribution function of the normal distribution
_ Xa—p
® Za=57Tn
@ X, is the non standardized critical value under Hy

@ 4 is the unknown true mean

The power function is a function of the distribution of the true unknown
mean. We may never know the true power, but we can still manipulate it.

The power function changes depending on the question at hand.
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Power Function

Instead of looking at power as a single value, we look at the power
function. We can increase power (decrease the probability of a Type 2
error) by increasing « or by increasing the sample size.

The power function K(mu)

1.0 —
09 —
08 —
07 —
06 —
05 —
04 —
03 —
02 —
0.1 —
00 H

Power of the test

K(I'OS) = DJH

T T
100 104 108 112 116

The mean mu
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Power Function

Instead of looking at power as a single value, we look at the power
function. We can increase power (decrease the probability of a Type 2
error) by increasing « or by increasing the sample size.

The power function K(mu)

1.0 —
09 —
08 —
07 —
06 —
05 —
04 —
03 —
02 —
0.1 —

.'——'/
0.0 —

1{|](] 1{IM 1l|]8 1;2 11I8

The mean mu

Power of the test
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Power Function

Instead of looking at power as a single value, we look at the power
function. We can increase power (decrease the probability of a Type 2
error) by increasing « or by increasing the sample size.

The power function K(mu)

10 - s
os — [n=54]
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Power of the test
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What other things come up with hypothesis testing?

@ Confidence Intervals

@ Ciritical Values

© Testing different parameters

© Testing multiple populations at once
© P-Hacking

@ Multiple Hypothesis Testing
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Confidence Interval Example

Suppose the average price of a gallon of milk in California is $2.50. You
want to see if the average price of milk in Riverside (ug)is the same as the
average price in California. You obtain a random sample (n=36) of milk
prices in Riverside. Let o = 0.05, and o = 4 for California and Riverside
milk prices.

Ho:pr =25
Ha: pr # 2.5
Suppose your sample average is jig = 2.9 Calculate the confidence interval:
N o
KR £ Za/2\ﬁ
4
29+ 1.966

(1.593,4.207)

Fail to Reject Hp, interval does not contain hypothesized value.
47 /53



Difference in Means

A new iPhone came out recently and the advertisements claim that the
battery lasts 3 days longer than the previous model. You obtain a random
sample of 15 people with the new iPhone, and 20 people with the old
iPhone and ask them about their battery life. Test the advertisement
claim.

HO - Hnew — MHold = 3
Ha @ finew — told 7& 3

Notice:
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Difference in Means

A new iPhone came out recently and the advertisements claim that the
battery lasts 3 days longer than the previous model. You obtain a random
sample of 15 people with the new iPhone, and 20 people with the old
iPhone and ask them about their battery life. Test the advertisement
claim.

Ho : pinew — Hold = 3
Ha : tnew — fold # 3
Notice:

@ small sample size

@ populations are independent
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Difference in Means

A new iPhone came out recently and the advertisements claim that the
battery lasts 3 days longer than the previous model. You obtain a random
sample of 15 people with the new iPhone, and 20 people with the old
iPhone and ask them about their battery life. Test the advertisement
claim.

Ho : ttnew — told = 3
Ha : Hnew — Hold 7& 3

ictic: * ﬁnew*ﬁoldf3
Test statistic: t* = S i

— an w c Id
Where SE = 72 + 50
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PROS

@ Streamline. Step-by-step
process.

@ Versatile. A lot of expansion on
the initial idea.

o Fill-In-The-Blank.

@ Theory backs up the method.

CONS
A major critic was R.A. Fisher
himself. Viewed Hypothesis
testing as a rough tool that
should never stand alone.
Scientists were left in the dark
as to how to choose a
significance value a.
P-values do not have an
intuitive means
Different schools of thought:
Bayesian and Likelihood
approach to testing theories.
What constitutes as optimum is
arbitrary.
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@ Hypothesis Testing is formulaic, but we should still be cautious.
@ Hypothesis Testing is versatile.
@ Use caution when determining «, consider which errors you like

@ Increasing sample size often helps us decrease our Type 2 error rate,
without increasing our Type 1 error rate.
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Resources

https://newonlinecourses.science.psu.edu/stat414 /node/306/
https://onlinelibrary.wiley.com /doi/full /10.1002/9781118445112.stat05865

https://stats.stackexchange.com/questions /124178 /why-do-we-compare-
p-value-to-significance-level-in-hypothesis-testing-of-mean

https://www.abtasty.com /blog/type-1-and-type-2-errors/

https:/ /towardsdatascience.com/hypothesis-testing-using-t-test-inferential-
statistics-part3-6fb43683bc32

https://www.quora.com/What-is-a-good-explanation-of-statistical-power-
effective-size-and-their-relationship-in-hypothesis-testing-And-how-to-
calculate-them

https: //sixsigmastudyguide.com /z-scores-z-table-z-transformations/
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