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The bayesmh Command

bayesmh sbp age sex bmi, ///

likelihood(normal({sigma2})) ///

prior({sbp: _cons}, normal(0,100))   ///

prior({sbp: age}, normal(0,100)) ///

prior({sbp: sex}, normal(0,100)) ///

prior({sbp: bmi}, normal(0,100)) ///

prior({sigma2},      igamma(1,1))





The bayes Prefix

regress sbp age sex

bayes: regress sbp age sex

logistic highbp age sex

bayes: logistic highbp age sex



Two Paradigms

Frequentist Statistics
Model parameters are considered to be unknown but fixed 
constants and the observed data are viewed as a repeatable 
random sample.

Bayesian Statistics

Model parameters are random quantities which have a 
posterior distribution formed by combining prior knowledge 
about parameters with the evidence from the observed data 
sample.



Reverend Thomas Bayes

• 1701 – born in London

• Presbyterian Minister

• Amateur Mathematician

• Published one paper on 
theology and one on 
mathematics

• 1761 – died in Kent

• 1763 - “Bayes Theorem” 
paper published by 
friend Richard Price

https://bayesian.org/bayes

https://bayesian.org/bayes


Coin Toss Example

What is the probability of heads (θ)?



Prior Distribution

Prior distributions are probability distributions of 
model parameters based on some a priori knowledge 

about the parameters. 

Prior distributions are independent of the observed 
data.



Beta Prior for θ

𝑃 𝜃 = 𝐵𝑒𝑡𝑎 𝛼, 𝛽

=
Γ 𝛼 + 𝛽

Γ 𝛼 Γ 𝛽
𝜃(𝛼−1)(1 − 𝜃)(𝛽−1)



Uninformative Prior



Different Priors



Informative Prior



Coin Toss Experiment



Likelihood Function for the Data

𝑃 𝑦|𝜃 = 𝐵𝑖𝑛𝑜𝑚𝑖𝑎𝑙 𝑛, 𝜃

=
𝑛
𝑦 𝜃𝑦(1 − 𝜃)(𝑛−𝑦)



Prior and Likelihood



Posterior Distribution

𝑃 𝜃|𝑦 = 𝐵𝑒𝑡𝑎 𝛼, 𝛽 × 𝐵𝑖𝑛𝑜𝑚𝑖𝑎𝑙 𝑛, 𝜃

= 𝐵𝑒𝑡𝑎 𝑦 + 𝛼, 𝑛 − 𝑦 + 𝛽

𝑃𝑜𝑠𝑡𝑒𝑟𝑖𝑜𝑟 = 𝑃𝑟𝑖𝑜𝑟 × 𝐿𝑖𝑘𝑒𝑙𝑖ℎ𝑜𝑜𝑑

𝑃 𝜃|𝑦 = 𝑃 𝜃 𝑃 𝑦|𝜃



Posterior Distribution



Effect of Uninformative Prior



Effect of Informative Prior


